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Week 1: Introduction and Motivation
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 Basic understanding of the ideas behind artificial intelligence, machine
learning, deep learning

e \We'll revisit some basics of models on a few slides, but just to the extent that
we need to make out the difference/importance to/for continual learning

* |In-depth knowledge of algorithms will be beneficial, but is not a requirement



Course materials GWILIE e contnlAl &2 hessian.A

 Mainly the lectures, slides + linked materials

* Potentially helpful “Lifelong Machine Learning”
by Chen & Liu

* Field is rapidly evolving & consolidation of works
IS largely still open

Q7)) TECHNISCHE

g(ce—;é UNIVERSITAT
%) DARMSTADT

—_—

% MORGAN &CLAYPOOL PUBLISHERS

Lifelong
Machine - ¥
Learning " =

Second Edition

Zhiyuan Chen
Bing Liu

SYNTHESIS LLECTURES ON ARTIFICIAL
INTELLIGENCE AND M ACHINE L.LEARNING
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Motivation - what do you think: what is machine learning?
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The static ML workflow GUVILILE © connwiAl - &2 hessian.Al

"A computer program is said to learn from experience E with
respect to some class of tasks T and performance measure P, if
its performance at tasks in T, as measured by P,

Improves with experience E’.

Machine Learning,
T. M. Mitchell, McGraw-Hill,1997
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ML recap: train - test splits GUVILILE o conirwaAl - &2 hessian.Al (4 bveesr

“The result of running the machine learning algorithm can be expressed as a
function. The precise form of the function is determined during the training
phase, also known as the learning phase, on the basis of the training data.

Once the model is trained it can then determine the identity of new images,
which are said to comprise a test set. The abllity to categorize correctly nhew
examples that differ from those used for training us known as generalization”.

Pattern Recognition and Machine Learning,
C. M. Bishop, Springer 2000,

example on image classification: introduction page 2
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ML recap: error/loss & learning GWILILE o connsAl - &2 hessian.A

Figure 1.3 The error function (1.2) corre-
sponds to (one half of) the sum of
the squares of the displacements

(shown by the vertical green bars)
of each data point from the function

y(x, w).

Pattern Recognition and Machine Learning, C. M. Bishop,
Springer 2006, example on polynomial curve fitting: intro page 6
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Figure 1.4 Plots of polynomials having various orders M, shown as red curves, fitted to the data set shown in
Figure 1.2.

Pattern Recognition and Machine Learning, C. M. Bishop,
Springer 2006, example on polynomial curve fitting:
introduction page 7
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Figure 1.5 Graphs of the root-mean-square
error, defined by (1.3), evaluated
on the training set and on an inde-

1 . , - , pendent test set for various values

—o6— Training of M.
©— Test

“Intuitively, what is happening is that the more
2 05 - flexible polynomials with larger values of M
are becoming Increasingly tuned to the

random noise on the target values”.

Pattern Recognition and Machine Learning, C. M.
Bishop, Springer 2006, example on polynomial curve
(over-)fitting in the introduction on page 8
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ML recap: under & overfitting GWILLE o coninaAl - € hessian.A

This picture is still very much the same in the "deep learning era”

— - Training error

Overfitting zone C
- (zeneralization error

Error

0 Optimal Capacity
Capacity

Deep Learning, Goodfellow, Bengio, Courville, MIT Press 2016,
Machine Learning Basics chapter, page 112.
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What do you think are the goals of ML?
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The static ML workflow: goals GUVILILE © connwiAl - &2 hessian.Al

“Of course, when we use a machine learning algorithm, we do not fix the parameters
ahead of time, then sample both datasets. We sample the training set, then use it to
choose the parameters to reduce training set error, then sample the test set.

The factors determining how well a machine learning algorithm will perform are its ability to:
1. Make the training error small.
2. Make the gap between training and test error small’.

Deep Learning, Goodfellow, Bengio, Courville, MIT Press 2016,
Machine Learning Basics chapter, page 108.
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The static ML workflow: goals GUVALILE o contnatAl - @2 hessian.A

So Is ML all about finding a large dataset & a right capacity model?

Optimal capacity (polynomial degree)

0 1 2 3 !

0 10 10° 10° 10 10°

Number of training examples

Deep Learning, Goodfellow, Bengio, Courville, MIT Press 2016,
Machine Learning Basics chapter, page 114.
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How do you think datasets should be acquired?
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Small scale, but (some) controlled acquisition parameters

Image Object pose Illumination direction
number || Frontal | 22.5° | 22.5° || Frontal | ~ 45° ~ 45 °
right left from top | from side

1 X X
2 X X
3 X X
4 X X
5 X X
6 X X
7 X X
8 X X
2 2 2 Image #4 Image #5 Image #6

Table 3: The labeling of images within each scale in the KTH-TIPS database.

Hayman et al, “On the significance of real-world conditions for material classification™, ECCV 2004
& Fritz, Hayman et al, “The KTH-TIPS database”, technical report 2004
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A big focus of modern dataset has been on large scale & diversity

Candle Oyster Cannon  Spider Web Skewdriver
s r
QR o L

Hatchet Pool Table ‘Leopard

, Amount of Texture
Object Scale

Mug Tank Ant Red Wine

Color Distinctiveness é &'g
<—>

Lizard  Stocking  Mushroom Strawberry

Number of Instances

Jigsaw Puzzle Foreland Lion Bell

Compass

Image Clutter .

Canoe

Racket

Pill Bottle Horse-cart Monl\e\

Deformability

Russakovsky & Deng et al, “ImageNet Large Scale Visual Recognition Challenge, IJCV 2015, (challenges since 2010)



Static datasets: large scale GWILLE o coninaAl - € hessian.A

Images annotated with a few object es only Images fully annotated

. Pz_c:)si;LtSr\;:lnC ad(ﬁf;nal Additional images
And tryl ng tO enSU re Train = | images for the + Images, fro:‘n :.hckr Ujmg
. _ _ detection object mostly from (gaeddeeclici?\uzeoﬁs)
reasonable train, validation, __ classes Flickr
288,661 total 109,364 total 60,658 total
test splits through complex - —
p g p ILSVRC 2012 Images with target I;S:::?;:i:?;ie;
" - | Vval, test for object occupying . .
collection processes VERTESE ] = the detection | ™| 2 50% of image generic queries (e.,
object classes area . TSI }
—————J Australian zoo”)
\ ) |
| ‘ Y
77% (15,522 val and 30,901 test) 23% (4,599 val and 9,251 test)

Image classification annotations (1000 object classes)

Year Train images (per class) Val images (per class) Test images (per class)
ILSVRC2010 1,261,406 (668-3047) 50,000 (50) 150,000 (150)
ILSVRC2011 1,229,413 (384-1300) 50,000 (50) 100,000 (100)
ILSVRC2012-14 1,281,167 (732-1300) 50,000 (50) 100,000 (100)

Russakovsky & Deng et al, “ImageNet Large Scale Visual Recognition Challenge, IJCV 2015, (challenges since 2010)
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What do you think:
should our primary goal be the solution to such benchmarks?



Static models
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GWILILE oo continuaAl - &2 hessian.Al

A very big emphasis has then been on
“solving” such benchmarks

ImageNet Is a prime example, where
models & compute got bigger and
more accurate over time

Bianco et al, “Benchmark Analysis of Representative Deep Neural Network Architectures”, IEEE Access, 2018
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[ N ] .
This trend continues
even today
T 1B # Citation
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Li & Gao, “A deep generative model trifecta: three advances that work towards harnessing large-scale power, Microsoft Research Blog, 2020:
https://www.microsoft.com/en-us/research/blog/a-deep-generative-model-trifecta-three-advances-that-work-towards-harnessing-large-scale-power/
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Data and model centrism GWILLE o contnuaAl & hessian.A

? ' " g TP 9
g | Dataset Size At the same time, it's often “either” models
£ ° ° ° ° or data

| Model Size |
f cep‘ For example, ImageNet has remained
5 P largely static* over time

"® & * (excluding some concerns over fair

, |GPU Power / representation)

2012 2013 2014 2015 2016

Sun et al, “Revisiting Unreasonable Effectiveness of Data in Deep Learning Era”, ICCV 2017



Data and model centrism
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Zhao et al, “Scaling Vision Transformers”, preprint 2021
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Or conversely, a model is picked (here
a transformer) and datasets are
extended

Example from ImageNet to the (non-
public) JFT 300M & JFT-3B



Summary: static ML workflow GWILLE % contnusAl - @2 hessian.Al

Data is fed as input and
the algorithm configured

Preparing datais a with the required PUbl'S.h the prepared
: crucial step and involves parameters. A percent of expgrlment a> @ we.b
identily the problem to building workflows to the data can be utilized to service, so applications
peSolved and createns clean, match and blend train the model. can use the model

clear objective. the data.

\
Define Collect Prepare Select Train Test Integrate

objective Data Data Algorithm Model Model Model
Collect data from Depending on the The remaining data is utilized to test
hospitals, health problem to be solved and the model for accuracy. Depending
Insurance companies, the type of data, an on the results, improvements can be
social service agencies, appropriate algorithm performed in the "Train model”
police and fire dept. will be chosen. and/or “Select Algorithm" phases,

iteratively.

Figure from https://www.congrelate.com/get-workflow-machine-learning-images/



Task A Task B Task C Task B Task X

Kudithipudi et al, “Biological underpinnings for lifelong learning machines”, Nature Machine Intelligence (4), 2022
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Image examples from CUB200: “black footed albatross”, “rusty blackbird”, “sooty albatross”, and “cardinal”.
Welinder et al, Caltech-UCSD Birds 200, CNS-TR-2010-001, California Institute of Technology, 2010



Can we just iterate?
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What do you think could happen?

Mundt et al, “CLEVA-Compass: A Continual Learning Evaluation Assessment
Compass to Promote Research Transparency and Comparability”, ICLR 2022
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Interleaved Training Curriculum

pnat doyou tnnk wil naboen ifwe present IR

both of these to a machine learner?

Blocked Training Curriculum

Flesch et al, “Modelling continual learning in humans with Hebbian context gating and exponentially decaying task signals”, preprint, 2022
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g 001 Interleaved
> st task Interleaved Training Curriculum
g — 2nd task
5 50-]_'
© T T

0 - 100 200

training epoch Blocked Training Curriculum

— Blocked :
> : |
S [ .
b !
5 50 -~ task switch
8 L + el

0 100 200

training epoch

Machine learning typically shuffles data & performs poorly when data is ordered

Flesch et al, “Modelling continual learning in humans with Hebbian context gating and exponentially decaying task signals”, preprint, 2022
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Why do we need an entire lecture?



Challenge: forgetting L@ o connnAl @2 hessian

A popular example Catastrophic forgetting

V/ Key assumption: no access to/

revisiting of prior “task” data!

Loss




S, TECHNISCHE

§:(cc§/é‘ UNIVERSITAT
%9 DARMSTADT

—

Challenge: the world is “open” GWILIE o coninwaAl @2 hessian.a

The threat of unknown unknowns

. Receive |
fashion

. animal | be for a ML based classifier?
Images picture

y 689 | —
* Tiait on , o What do you think the prediction will
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Challenge: the world is “open” GWILIE o coninwaAl @2 hessian.a

The threat of unknown unknowns

Most ML models are overconfident

Train on |
fashion
Images

They don’t “know when they don’'t know”




Challenge: the world is “open” GWILILE o connsAl - &2 hessian.A

Dataset classification

20000 FashionMNIST (trained)
MNIST
KMNIST
17500 CIFAR10
CIFAR100
SVHN

AudioMNIST
15000

12500
10000

7500

Number of images

5000

2500

%I) 0.2 flﬂ _ 0.6 . 0.8 1.0
Classification confidence

A quantitative example:

1. Train a neural network classifier on a
dataset (here Fashion items)

2. Log predictions for arbitrary other datasets

3. Observe that majority of misclassifications
happen with large output “probability”

Mundt et al “Open Set Recognition Through Deep Neural Network Uncertainty, Does Out-of-Distribution Detection Require
Generative Classifiers?”, ICCV Statistical Deep Learning Workshop 2019 (Based on a long-known problem, Matan1990)
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“But this example is unrealistic™!

What do you think will happen if we collect a second
test set (following the same procedure) & evaluate?



Challenge: distribution shifts

ImageNet

Q0
-

~J
o

@)
-

Ul
o

New test accuracy (top-1, %)

IS
o

60 70 80
Original test accuracy (top-1, %)

Ideal reproducibility Model accuracy = Linear fit

Recht et al, “Do ImageNet Classifiers Generalize to ImageNet?”, ICML 2019
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GWILILE oo continuaAl - &2 hessian.Al

Natural data distributions are complex
& can easily shift!

Performance loss even happens if we
recollect another “test set” with the
same instructions a second time!



Challenge: select & add data GUALIE o cortnusAl - &2 hessian.A

4 )

Labelled data
X; = {xi...x'i}

Y = {yl...y"}
. W,
@
Add new
data to X

\

New labels

'y

~|

| N
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- What if we want to add data over time?
\ e How to pick data?

Unlabelled pool or _
data strea[r)n Xy _) query M instances

 Does the data belong to the task?

' ) e How similar is the data?

(Human) Oracle

/ 4
\

Annotate

~ \,
J

) e How optimize accumulated error

(is this even what we want?)

1 m
{x; ... x5}

Mundt et al, “A Wholistic View of Continual Learning with Deep Neural Networks: Forgotten Lessons
and the Bridge to Active and Open World Learning, Neural Networks 160, 2023
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What kind of data would you intuitively pick?
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Challenge: concept difficulty  GUWLLE o cormnwal &2 hessiana

Example: Ranking language model trained
with vs without curriculum on Wikipedia .

“Error” is log of the rank of the next - curriculum

= = no-curriculum

word (within 20k-word
vocabulary).

log(rank next word)

1. The curriculum-trained model

skips examples with words
outside of 5k most frequent words 275 ilion

0 500 1000 1500 updates

2. Then skips examples outside 10k
most frequent words and so on

Bengio et al, “Curriculum Learning”, ICML 2009



7y, TECHNISCHE
&)=\ UNIVERSITAT
Jr— DARMSTADT
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QO O
Q OO Model
O O
- - Data
small & easy Iaréer & har—der whole training
supset " [ subset " [da@sel
@ Qe Qr=P Curriculum

Training process

Wang et al, “A Survey on Curriculum Learning”, TPAMI 2021



Challenge: concept difficulty ~ GUWLLE o comnal &2 hessiana

QO O
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OO0 . O SD

O O
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O O

L X*T, 0o

e (e%DN
small & easy larger & harder
subset subset

Q1 Q¢

|

(o OEM‘E remains the same,
, sorai ) do you think this is sufficient?

;%
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Model

The model choice In this picture

Data

@5

S

whole training

dataset

_—’—’-J

Qr =P
I S

Training process

Wang et al, “A Survey on Curriculum Learning”, TPAMI 2021

Curriculum
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Challenge: adapting models GWLIE o coninwsAl - &2 hessian.A

O existing neurons O splitted neurons O new neurons

Q‘»l_/ 2 O O

5 2. 0 N QO
: O

"0 — .65:0 \ / 5
OH—}— €d O

l. split existing neurons Il. grow new neurons lii. grow new layers

l original network

But is our initial model choice and its practical realization still good enough?
What if complexity changes?
Or even the inductive bias should be altered?

Wu & Liu et al, “Firefly Neural Architecture Descent: A General Approach for Growing Neural Networks”, NeurlPS 2020
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Kudithipudi et al, “Biological underpinnings for lifelong learning machines”, Nature Machine Intelligence (4), 2022
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Summary of course objectives & content



Can we just iterate?

?}ge\\ ox60" Prepa - o
&b‘\ ® o
Turns out that this is
H 2 harder than expected!
§ Machine Learning -
s Workflow s
% Qo
y Q\Qf\\’
"y %®q poW >

Mundt et al, “CLEVA-Compass: A Continual Learning Evaluation Assessment
Compass to Promote Research Transparency and Comparability”, ICLR 2022
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From static ML workflow ...

Versioning: stage versions according to
cleaning, preprocessing
Individual

prediction evaluation and deployment

\\e‘é‘o“s Prepa/'
2 H
o S
@'b-o ‘{9 .
questions
Prediction: test set evaluation, failure § Q Model: architecture, inductive bias, dis-
modes and robustness g ® criminative/generative, functions, parameters
e . . g
a Machine Learning C
S Workflow S
c% o
Y
Q
/%o x\)\.
'folde \[\900» Training: loss function, optimizer, hyper-
G \apo s s
parameters, convergence

Deployment: model saving, platform

compatibility, serving and cloud

Mundt et al, “CLEVA-Compass: A Continual Learning Evaluation Assessment
Compass to Promote Research Transparency and Comparability”, ICLR 2022
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Versioning: stage versions according to Data: amount, redundancy vs. diversity, C O n tl n u al
prediction evaluation and deployment cleaning, preprocessing
dependencies
discretized vs. continuous versions, back- data selection and ordering, task similarity,
ward compatibility AoNS Pr. noisy streams, distribution shifts .
(S\ )
o\ Care,, & synergies
O Q@
&
Prediction: test set evaluation, failure g (% Model: architecture, inductive bias, dis-
modes and robustness .g (COII tinual) criminative/generative, functions, parameters
a Machine Learning §
evolving test set, inherent noise and g Workflow model extensions, task-specific parameter
perturbations, open world scenario 9’% ga identification
Y
% &
%, x
ly,f 0(\\'
Deployment: model saving, platform "/ob(7 \ 690“0 Training: loss function, optimizer, hyper-

compatibility, serving and cloud

ca hic forg

optimizer states and meta-data, distributing

continuous updates, communication cost

parameters, convergence

ettin;, knowledge transfer

or distillation, selective updates, online

Mundt et al, “CLEVA-Compass: A Continual Learning Evaluation Assessment
Compass to Promote Research Transparency and Comparability”, ICLR 2022
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" W open world -
active n

§ 20000~ ™= curriculum We tl'y to gain
4(-6" zero-shot n . .
S m= few-shot =5 understanding in
3 15000 — N multi-task _
-] BN domain adapt. th Is co u rse
oy B transfer :
qa 10000 — . continual ] l
- B lifelong I
S H_
& 5000- _=Bl= !
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Mundt et al, “CLEVA-Compass: A Continual Learning Evaluation Assessment
Compass to Promote Research Transparency and Comparability”, ICLR 2022



